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Context and Mo.va.on: 
 
Genera.ve AI has achieved remarkable successes in the past years, both in text and image genera.on. 
These models, par.cularly diffusion models in image genera.on, have set new benchmarks for quality. 
However, a common limita.on is their tendency towards high quality (precision) of the generated images, 
sacrificing diversity (recall). This phenomenon is aXributed to the usual op.miza.on objec.ves used during 
the training phase. 
 
The two common challenges related to this topic are: 

1- Assessing the quality (precision) and diversity (recall) of a specific generative model. This question 
has received a lot of attention recently [2,3,4,5] 

2- Achieving a desired balance between image quality (precision) and diversity (recall) during the 
training process [6,7]. 

 
 
Objective: 
The goal of this internship is to design new training methodologies to precisely control the precision-
recall tradeoff as in [6], but for diffusion models. There are many tasks and open questions that the intern 
will have to tackle to achieve this objective: 

- Exis.ng diversity promo.ng approaches for diffusion models. The intern will need to conduct a 
review on diversity in Diffusion Models, knowing that there are very few papers on this topic. See 
e.g. [7]. 

- Which precision-recall measure is more adapted to diffusion models? The intern will have to 
conduct a thorough review of exis.ng literature on precision-recall measures, focusing on 
measures that have the poten.al to be op.mized (e.g. by gradient descent), and measures that 
are beXer suited to diffusion models. 

- What is the optimal sequential strategy for enforcing a precision-recall trade-off? Diffusion 
model are temporal processes, so guiding the generation of an image to achieve a specific goal is 
a sequential decision-making problem. This aspect might be of high importance in designing the 
training methodology. 

- How do we estimate a f-divergence at any timestep of the backward process in the context of 
diffusion models? Most precision-recall measures are based on f-divergences, so estimating 
those divergences is a crucial objective.  
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